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A B S T R A C T   

We present simulations using a coupled Computational Fluid Dynamics–Discrete Element Method (CFD–DEM) 
approach for a slurry of millimeter-sized particles in water which is squeezed between two walls and then made 
flow out though a narrow aperture. The process is akin to the flowback stage in the near wellbore zone of a 
hydraulic-stimulated well for hydrocarbon recovery. We consider different wall roughness and investigate its 
effect on particle production, final distance between walls, spatial particle distribution between the walls, and 
fluid production rate. We have found that the final distribution of particles changes significantly with small 
variations in the roughnesses of the walls. This in turn leads to production flow rates that may vary up to 50%. 
Although the main driver of the production for unconventional wells is the propped fracture network, these 
results suggest that the roughness of the fracture walls seems to play an important role in the final conductivity 
and therefore in the ultimate recovery.   

1. Introduction 

Hydraulic stimulation is used to speed up production in conventional 
and unconventional oil and gas reservoirs [Gandossi and Von Estorff 
(2015)]. This technique consists in injecting fluids at high pressure into 
the wellbore to induce fractures in the formation that later serve as 
highly conductive paths. To avoid fracture closure after hydraulic 
pressure release, the fracturing fluids contain granular materials that 
remain trapped in the fractures. Once packed, these granular materials 
(proppants) provide a porous media in the fracture through which hy
drocarbons can flow [Economides (2000)]. During this process, many 
complex physical phenomena occur and a better comprehension of these 
allows the development of new technologies to improve the production 
efficiency. For that purpose, it is fundamental to gain a clear under
standing of how the particles (grains) are transported, settled down and 
stabilized in order to avoid, or at least to diminish, undesirable effects 
such as pinch points (fracture closure near the wellbore isolating the 
well from the oil conductive channels), embedding (embedding the 
proppant grains in the formation) or flowback (destabilization and flow 
of proppant to the well during production) [Wang et al. (2018)]. 

Flowback is the process in which fluids are allowed to flow from the 
well following the stimulation treatment, either in preparation for a 
subsequent phase of treatment or in preparation for cleanup and putting 
the well into production. Only in USA, the total volume of shale gas flow 
back and produced water is about 50 billion gallons per year and seems 
to be increasing [Lyons (2014)]. During flowback, proppant particles 
rearrange in the fracture and some are produced to the well, causing 
damage in surface equipment during hydrocarbon production. The 
rearrangement of particles is a key factor during fracture closure and 
determine the production rate to some extent. Therefore, a better un
derstanding of proppant rearrangement during fracture closure and 
flowback is particularly valuable. 

Previous studies on proppant stability during flowback exist. Asgian 
et al. [Asgian et al. (1995)] have shown that hydraulic fractures propped 
with cohesionless, unbounded proppant fail under closure stress at a 
critical ratio of mean grain diameter to fracture width. They also iden
tified the mechanism (arch failure) that triggers the mechanical insta
bility and shown that the primary way in which drawdown affects 
proppant flowback (whenever the pressure gradient exceeds 75 psi/ft) is 
by transporting loose proppant grains in front of the stable arch to the 
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wellbore. However, Asgian et al. did not consider the flow that occurs 
during the closure of the fracture but only after closure was completed. 
Mondal et al. [Mondal et al. (2016)] have studied the flow of particles 
and how they clog the perforation that connect to the casing. However, 
in their study there is not settling of the particles nor a closing of the 
fracture walls. In a different study, Shor and Sharma [Shor and Sharma 
(2014)] implemented a discrete element model to evaluate proppant 
pack stability and flowback where fracture walls are composed of 
spherical particles (a mean to introduce roughness to the walls). In this 
case, the model did not account the effects of the dragging fluids 
directly; instead they added a constant drag force to each grain to 
simulate the fluid drag. This study concluded that the final fracture 
width is unaffected by the initial fracture width (before flowback is 
initiated) if the proppant has the opportunity to be produced. Also, final 
fracture widths and proppant flowback are highly dependent on 
confining stress and the pressure gradient in the fracture. 

In this work, we explore the flowback after stimulation by simulating 
a system of mono-dispersed particles which are placed in water and 
squeeze between two walls while the slurry is forced to flow through a 
small aperture on one edge of the slot formed by the walls (mimicking 
the perforation on the casing). In order to do so, we used the open source 
package CFDEM [Goniva et al. (2012)] which combines computational 
fluid dynamics calculations (CFD), which relies on the finite volume 
method to obtain numerical solutions to the Navier-Stokes equations, 
with classical discrete element method (DEM) code to calculate the 
motion of the particles. We have focused our attention on the spatial 
arrangement of the proppant particles during the settlement while there 
is a simultaneous flowback and a closure of the fracture. We consider 
different fracture wall roughness and show that this has a major impact 
on the final arrangement of the grains and the effective conductivity of 
the fracture. 

The rest of the paper is organized as follows: In Section 2 we present 
a brief description of the particle–fluid flow model techniques used for 
the simulations. Section 3 is devoted to the validation of the technique 
by considering the hydraulic permeability of a proppant pack. In Section 
4 we describe our model system for the study of flowback and the pa
rameters we used to set up our simulation scheme. We present the main 
results in Section 5 and we analyze the sensibility of these results to the 
initial conditions and pressure gradient in Section 6. Finally, in Section 7 
we present our conclusions. 

2. Particle–fluid flow modeling techniques 

A discrete element method (DEM), is a numerical technique for 
computing the motion of many interacting particles. The method con
siders a finite number of discrete particles (often with complicated ge
ometries) interacting by means of contact and non-contact forces, where 
the dynamics of each particle is described by Newton’s equations of 
motion. 

Computational Fluid Dynamics (CFD) is a computer-based tool for 
simulating the behavior of systems involving fluid flow, heat transfer, 
and other related physical processes. It uses numerical analysis and data 
structures to solve the equations of fluid flow (the Navier–Stokes 
equations) over a region of interest, with specified conditions on the 
boundaries. 

The discrete-based approach is typically represented by the com
bined approach of computational fluid dynamics and discrete element 
method (CFD–DEM) or the Lagrangian particle tracking (LPT). The latter 
can be thought as a simplified CFD–DEM model when the solid con
centration is close to zero. In recent years, the coupled approach of CFD 
and DEM has been widely accepted as an effective tool to study pneu
matic conveying and other particle–fluid systems. As an example, Bal
dini et al. [Baldini et al. (2018)] have used CFD-DEM to study the 
transport and settlement of proppant in a planar vertical cell that mimics 
a hydraulic fracture; considering different positions for the perforations 
and different proppant injection strategies. Using this same technique, 

Mondal et al. [Mondal et al. (2016)] have studied the bridging of a 
perforation during flow of particles dragged by a fluid through a single 
constriction in a rectangular channel. 

In CFD–DEM, the solution of Newton’s equations of motion for the 
discrete particles and the Navier–Stokes equations for the continuum 
fluid together with boundary and initial conditions will finally deter
mine the mechanics of the solid and fluid phases. In practice, however, 
there are usually a large number of particles and a very large number of 
governing equations need to be solved for establishing the motion of 
each particle. Besides, the fluid field has to be calculated with a fine 
resolution to account for the detailed flow around particles. As a result, 
depending on the time and length scales of interest, simplifications have 
to be made to reduce the computational cost. 

We carried out our simulations by using a CFD–DEM approach, 
coupling the fluid and solid phase through momentum exchange. The 
fluid phase is solved using the Finite Volume Method [Versteeg and 
Malalasekera (2011)] and the granular particles with DEM [Cundall and 
Strack (1979); Pöschel & Schwager (2010)]. The implementation used is 
the one provided by CFDEM [Goniva et al. (2012)], which couples 
LIGGGTHS [Kloss et al. (2012)] for the solid phase and OpenFoam-5.x 
for the fluid phase. 

2.1. DEM 

Each proppant particle is modeled as a “soft” sphere, and the motion 
of each particle is calculated by solving the Newton-Euler equations of 
motion for a rigid body [Pöschel & Schwager (2010)], which are then 
integrated over time to calculate the particle trajectories, i.e., 

mi
d2ri

dt2 = Fn
i + Ft

i + Ff
i + Fb

i ,

Ii
dωi

dt
= ric × Ft

i,

(1)  

where mi and Ii are the mass and moment of inertia of the particle i. Fn 

and Ft are sum of the normal and tangential contributions, respectively, 
of all particle–particle and particle–wall contacts with particle i. The 
force exerted by the fluid phase on particle i is Ff

i and is generally 
expressed as Ff

i = Fd
i + Fp

i + Fv
i , where Fd

i is the drag force, Fp
i is the 

pressure force and Fv
i is the viscous force acting on the particles. Any 

other external force such as gravitational, electromagnetic, etc., is taken 
into account by Fb

i [Kloss et al. (2012)]. 
Two contacting spheres i and j (with radius Ri and Rj and centers at ri 

and rj) experience a relative normal compression δ =
⃒
⃒rij

⃒
⃒ − d, where 

rij = ri − rj and d = Ri + Rj. If 
⃒
⃒rij

⃒
⃒ > d then there is no contact force. If 

⃒
⃒rij

⃒
⃒ < d, then we use the Hertzian contact model, where the normal 

push-back force between two overlapping spheres is proportional to the 
area of overlap of the two particles, and is a nonlinear function of the 
overlap distance. The contact force is given by [Silbert et al. (2001); 
Brilliantov et al. (1996) Zhang and Makse (2005)] 

F=(knδn − γnvn) + (ktδt − γtvt) , (2)  

where δn and δt stands for normal and tangential overlap, and vn and vt 
stands for the normal and tangential components of the relative velocity 
of the surfaces of the two particles at the contact, respectively. 

The stiffness and damping coefficients, kn, kt, γn, and γt can be 
expressed in terms of the material properties of the particles [Pöschel 
and Schwager (2010)] as follows: 

F.G. Vega et al.                                                                                                                                                                                                                                  



Journal of Petroleum Science and Engineering 201 (2021) 108381

3

Normal ​ elastic ​ constant: kn =
4
3

E
̅̅̅̅̅̅̅̅
Rδn

√
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√
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5mE
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Eδn

4
√

Tangential ​ viscoelastic ​ damping ​ constant: γt = − 4lne

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
5mG

3(lne2 + π2)

√
̅̅̅̅̅̅̅̅
Eδn

4
√

where R,m,E stands for the effective radius, mass, Young’s modulus and 
Shear modulus and are defined as: 

R =
R1R2

R1 + R2
; m =

m1m2

m1 + m2
;

1
E
=

1 − ν2
1

E1
+

1 − ν2
2

E2
;

1
G
=

2(2 − ν1)(1 + ν1)

E1
+

2(2 − ν2)(1 + ν2)

E2
,

where Ri,mi, Ei,Gi and νi (with i = 1, 2) stands for the radius, mass, 
Young’s modulus, Shear modulus and Poisson’s ratio of i-th particle 
respectively. 

The first term in Eq. (2) corresponds to the normal force between the 
two particles and the second term is the tangential force. The normal 
force has two terms, a spring force and a damping force proportional to 
the relative velocity vn. The tangential force also has two terms: an 
elastic shear force (proportional to the tangential displacement vector 
δt) and a damping force (proportional to the relative velocity vt). The 
shear force has a “history” effect that accounts for the tangential 
displacement δt (“tangential overlap”) between the particles for the 
duration of the time they are in contact. δt is obtained by integrating the 
surface relative velocity vt during the elastic deformation of the contact. 
The magnitude of δt is truncated as necessary to satisfy a local frictional 
yield criterion, |Ft | ≤ μ |Fn|, where μ is the particle–particle friction 
coefficient. 

The material properties selected, for the Hertz contact model with 
tangential history and no particle–particle cohesion, are shown in 
Table 1. These properties are representative of typical proppant particles 
used in hydraulic stimulation operations (e.g., sand). The Young’s 
modulus selected is lower than the actual values for sand in order to 
allow for a reasonable DEM time step and reduce CPU time. It has been 
shown that this lower Young’s modulus has no significant impact on 
DEM simulations [Erta et al. (2001)]. 

The particle–wall interactions were modeled as particle–particle in
teractions. The geometry of the walls were created using Gmsh [Geu
zaine and Remacle (2009)], which is an open-source 3D grid generator 
with a built-in CAD engine. This allowed us to vary the structure of the 
wall by introducing depressions and protuberances on their faces to 
create different roughness (see Section 4). 

2.2. CFD 

Fluid flows (gaseous or liquids) are governed by the Navier-Stokes 
equations which are based on the conservation laws of mass, mo
mentum, and energy [Ferziger and Peric (2002); Pozrikidis (2011)]. 

Dρ
Dt

+∇⋅ρu = 0, (Mass)

Dρu
Dt

= − ∇p +∇⋅τ + F, (Momentum)

∂ρE

∂t
+∇⋅(ρE u) = ∇⋅(k∇T + τ⋅u − pu) + u⋅F. (Energy)

These partial differential equations are the governing equations of 
CFD and jointly with boundary conditions and/or an equation of state, 
they fully describe the physical phenomena within the fluid. Loosely 
speaking, CFD is the art of replacing such system of partial differential 
equations by a set of algebraic equations which can be solved 
computationally. 

The geometry and physical boundaries of the problem are defined 
using a CAD engine. Then, the fluid domain is divided into discrete cells 
(the mesh), where the physical model is defined with their respective 
initial and boundary conditions. The PISO algorithm (pressure implicit 
with splitting of operator), proposed by [Issa (1986)], solves the 
Navier-Stokes equations iteratively using the finite volume method. This 
discretization guarantees the conservation of fluxes through a particular 
control volume. 

2.3. The CFD–DEM coupling equations 

CFD-DEM coupling can be of two types, namely “unresolved” or 
“resolved”, depending on the scale of the problem (i.e., the size of the 
particles and the level of resolution that is required for the flow field). 
Unresolved CFD-DEM is applicable to those cases where particle sizes 
are smaller than the CFD grid. In this case, the flow field around each 
particle is not resolved but the net effect on drag on the particles in each 
fluid cell is averaged. This method is widely used for industrial appli
cations such as pneumatic conveying [Kuang et al. (2020)], slurry flow 
in pipelines [Lahiri and Ghanta (2010)], and many others problems due 
to the large number of particles involved in the simulations. However, it 
is important in the unresolved approach that one particle is smaller in 
volume than a fluid cell for the average effect of the fluid to be a good 
approximation. Resolved CFD-DEM is applicable to problems where 
particles are significantly larger than one fluid cell, which requires a 
large number of fluid cells to be used and this limits the total number of 
particles [Kloss et al. (2012); Mao et al. (2020)]. 

We perform our simulations using the unresolved scheme. The gov
erning equations for the fluid phase, the so called Volume Averaged 
Navier Stokes Equations [Mondal et al. (2016)], for an incompressible 
fluid in this approach are: 

∂αf

∂t
+∇⋅

(
αf uf

)
= 0,

∂
(
αf uf

)

∂t
+∇⋅

(
αf uf uf

)
= − αf∇

p
ρf

− Rpf +∇⋅τ.
(3) 

The first equation stands for the fluid phase mass conservation 
equation for an incompressible fluid while the second stands for the 
momentum conservation equation for the fluid phase. Here, αf is the 
volume fraction occupied by the fluid (recall that part of the volume is 
occupied by the solid particles), ρf is the fluid density, uf is velocity of 
the fluid, and τ is the stress tensor for the fluid phase. Rpf represents the 
momentum exchange with the solid particle phase. This is calculated for 
each cell where it is assembled from the particle-based drag force, which 
depends on the particle volume fraction. For solving above-mentioned 
equations, a pressure-based solver implementing pressure velocity 
coupling (PISO) is used. The fluid is considered as Newtonian and the 
k − ε turbulence model was adopted [Versteeg and Malalasekera 
(2011)]. The list of fluid properties used in our simulations are found in 
Table 2. 

For numerical reasons, the momentum exchange Rpf is divided into 
implicit and explicit terms using the cell-based ensemble averaged 

Table 1 
Values for material properties used in the simulations.  

Coeff. of rolling friction: μr = 0.5  
Poisson’s ratio: ν = 0.45  
Coeff. of restitution: e = 0.3  
Particle density: 2700 kg/m3  

Coeff. of friction: μ = 0.5  
Particle Diameter: dp = 1 mm  
Young’s modulus E = 5MPa   
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particle velocity up 

Rpf =Kpf
(
uf − <up >

)
, (4)  

where 

Kpf =

⃒
⃒
∑

iF
d
i

⃒
⃒

Vcell
⃒
⃒ uf − < up >

⃒
⃒
, (5)  

being Fd the fluid-particle drag force, which needs to be summed for all 
the particles in the cell of volume Vcell. There are many available models 
to calculate the drag force. We use the Di Felice drag correlation (see [Di 
Felice (1994); Zhu et al. (2007)]) in which the drag force on a given 
particle i is determined through 

Fd
i =

1
2
ρf

(
uf − vi

)⃒
⃒uf − vi

⃒
⃒Cd

πd2
p

4
α(2− β)

f , (6)  

being vi is the velocity of particle i, Cd the particle drag coefficient and β 
a model coefficient defined as 

Cd =

(

0.63 +
4.8
Rep

)2

, Rep =
ρf dpαf

⃒
⃒uf − up

⃒
⃒

μf

β = 3.7 − 0.65exp
[

−

(
1.5 − logRep

)2

2

]

,

(7)  

where Rep stands for the Reynold’s number and μf for the fluid dynamic 
viscosity.  

In order to run the simulation we set the DEM time step at least an 
order of magnitude smaller than the CFD time step. Moreover, to ensure 
a good average for the unresolved approach we set the lateral size of the 
CFD cells to three times the particle diameter. 

2.4. Validation: Darcy’s law and hydraulic permeability 

In the absence of gravitational forces, Darcy’s law is a simple pro
portional relationship between the instantaneous flow rate through a 
porous homogeneously permeable medium of permeability k, the dy
namic viscosity μ of the fluid and the pressure drop over a given distance 
[Muskat and Meres (1936); Muskat et al. (1937)]. For stationary, 
creeping, incompressible flow, in an isotropic porous media, Darcy’s law 
takes the following form 

q= −
κ
μ∇p , (8)  

where q is the flux (volume discharged per unit time and per unit area) 
and ∇p is the pressure gradient vector. The negative sign is needed 
because fluids flow from high pressure to low pressure regions. This 
equation, for a fluid composed of a single phase, serves as the definition 
for the absolute permeability κ. 

The validity of Darcy’s law stands on the assumptions that the porous 
media is saturated, continuum, homogeneous and isotropic [Lambe and 
Whitman (1969)]. The upper bound validity in terms of Reynolds 
number is usually taken as Rep < 10. In our simulations the porous 
media are packing of particles of diameter 1 mm. Therefore, the char
acteristic length L is taken as the mean grain size (1 mm in our case), 
which implies that the flux velocity have to be < 0.01 m/s to work at the 

low Reynolds numbers required. 
Allen Haze [Hazen (1892)-Odong (2007)] derived an empirical for

mula for approximating the hydraulic permeability of a pack of granular 
material based on the effective diameter D10 (measured in m) of the 
grains, 

κ =
μC
ρg

D2
10 × 104, (9)  

where the Haze’s empirical coefficient C takes a value between 0.0 and 
1.5 in the literature, with an average value of 1.0 (Salarashayeri and 
Siosemarde [Salarashayeri and Siosemarde (2012)] usually take C be
tween 1.0 and 1.5). If we use C = 1, for our reference 1 mm-particles, κ̃
10− 9m2 = 1013 D. 

The aim of this section to validate our simulations by comparing the 
hydraulic permeability of a fracture packed with 1 mm size grains 
against the empirical estimate give by Eq. (9). For that purpose, lets 
considers the system depicted in Fig. 1. This is a slot of dimensions 7.5 
mm in height, 22.5 mm in width and 2.5 mm in thickness filled with 200 
spherical particles of diameter dp = 1 mm and material density 2700 kg/ 
m3 (which corresponds to typical values for 16/30 mesh sand). The slot 
has a square perforation (side length 2.5 mm) at the bottom through 
which the fluid phase can flow while the particles are soon stopped by 
the formation of a blocking arch (see Fig. 1(a)). The contact force pa
rameters, kn, kt, γn and γt were determined from the mechanical prop
erties of the material as we mentioned in Section 2.1. 

All the CFD domain was discretized with a structured mesh. The back 
face of the DEM domain is a moving wall that compacts the particle 
packing under a pressure of 172 kPa(̃25 psi).1 When the compression is 
done in the initial stage of the simulations some particles escape the slot 
until the blocking arch develops and a steady state of the flow is reached. 
After this steady state is obtained, the CFD domain is adjusted to match 
the DEM domain. The original thickness typically falls after compression 
to ̃2dp. 

For the fluid phase we fixed the pressure difference Δp between the 
top of the domain (inlet) and the bottom perforation (outlet) so that ∇
p − ρg =

Δp
L . We measure the flux in the outlet for several pressures drops 

once the system achieved the steady state. 
In Fig. 1 we show a log-log plot of the pressure drop as a function of 

the flux. The lineal behaviour between q and Δp predicted by Eq. (8) is 
indeed validated since the slope for the log-log plot is 1.05. From the 
constant term in the fit we obtain that the permeability is κ = 3445 D =
3.4 × 10− 9 m2 (and the conductivity K = κ × fracture ​ thickness =
22604 mD.ft). These values can be compared with the prediction of Eq. 
(9) for which we obtained κ̃1000 D. Also, an extensive experimental 
study of proppant conductivity shows that for confining pressures below 
2000 psi and 1 mm proppant particles κ̃932 D and K̃20000 mD.ft 
[Barree et al. (2018)]. The measurement of conductivity though prop
pant packs is in fact challenging since results are usually sensitive to 
details such as the protocol followed to prepare the proppant pack, the 
total amount of material used, etc. Having this in mind, the simulation 
approach followed here yields flows through porous media compatible 
with the empirical observations. 

3. The model 

We aim at modeling the flowback of a slurry composed of water and 
16/30 mesh sand proppant in a region next to the casing perforation in a 
closing fracture. With this in mind we simulate approximately 12,000 
spherical particles in water of diameter dp = 1 mm which are initially 
randomly placed inside a vertical slot 52dp high, 156dp long and 2.5dp 

thick (see Fig. 2). The slot has a rectangular perforation on the right for 

Table 2 
Values for fluid physical properties.  

Fluid density ρ = 1000 kg/m3  

Dynamic viscosity μ = 1× 10− 3Pa.s  
Kinematic viscosity ν = 1× 10− 6m2/s  
Turbulence parameter ε = 0.000765 m2/s3   

1 A more detailed description of the compression protocol used in the simu
lations can be found in the next section. 
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the outflow of the slurry. This perforation is 8 mm in height, 1 mm in 
length and 2.5 mm in thickness; and can be positioned at two alternative 
heights: bottom (leaving a gap of 4 mm from the base of the cell), or 
middle (centered at mid height of the slot). On the left side, the entire 
height of the slot acts as an inlet that allows the fluid phase (not the 
particles) to flow in. This effective left wall for the particles simulates the 
effect of other particles beyond the domain on the left which will pre
vent grains in the cell to flow to the left.The material properties that 
define the behaviour of the fluid and the particles are set as discussed in 
Section 2. 

We generate roughness on the side walls (front and back in Fig. 2) 
using square pyramids of base 1.0 × 1.0 mm2 and height 1 mm that 
either protrude or depress the wall surface, except for the random case 
where the pyramids height randomly varies from one to another in the 
range − 1.0 mm to 1.0 mm. The bases of these pyramids are arranged to 
tile the side walls (an example can be seen in Fig. 3). The front and back 
walls in any given simulations have complementary roughness so that 
the protruding pyramids in the front wall fit in the depressing pyramids 
of the back wall and vice versa, maintaining the width of the fracture 

constant everywhere. We use five different arrangements for the pyra
mids to construct different types of roughness (see Fig. 4):  

• Planar: No roughness.  
• Horizontal: Protruding (depressing) pyramids are aligned along the 

horizontal direction.  
• Vertical: Protruding (depressing) pyramids are aligned along the 

vertical direction.  
• Checkerboard: Protruding and depressing pyramids are alternated.  
• Random: The height of the pyramids was randomly selected between 
− 1.0 mm and 1.0 mm. 

The back wall was simulated as a moving wall that allowed us to 
mimic the closure of the fracture and study how final distribution of 
particles affect the conductivity. The back wall compresses the system 
by moving at a constant velocity until the closure pressure reaches a 
target value of 345 Pa(̃0.5 psi). Although, the maximum closure pres
sure achieved in this study is much lower than the expected closure 
pressure at the subsurface for a typical unconventional reservoir, it was 
enough to generate the proppant re-arrangement needed for the aim of 
this work. Additional phenomena such as embedment or the spalling in 
fractures were not taken into account in this work and others simula
tions would be required to get some conclusions in that way. 

As we stated in Section 2.3, we solved the Navier-Stokes equation for 
an incompressible Newtonian fluid (water). The CFD domain was dis
cretized with a structured mesh generated with 2113 quadrangles. We 
set a constant pressure p boundary conditions and null velocity gradients 
in the x-direction in the inlet and outlet face with the following protocol:  

• Initial stage: during the initial 0.5 s we impose a uniform pressure 
field Pinit along the slot in order to let particles to settle and get 
trapped by the moving wall. In this stage there is no pressure gradients 
apart from the one established by gravity. The only flow of the fluid 
phase is induced by the hydrodynamic effect of the settling particles 
in the slot.  

• Transitory stage: from 0.5 s to 1 s the pressure difference between the 
inlet and outlet faces is increased at a constant rate to finally reach 
1 kPa ​ (̃0.14 psi). This pressure gradient induce the flowback of the 
slurry.  

• Stationary stage: the 1.0 kPa pressure drop is kept constant up to the 
end of the simulation. 

Additionally, we set a no-slip boundary condition on the top and 
bottom boundaries. We modeled the fluid as two-dimensional using 

Fig. 1. (a) Snapshot of the simulated system. (b) Pressure drop as a function of the flux. The solid line corresponds the following exponential fit: Δp = 1.35 MPa.s
m ×

q1.05. 

Fig. 2. Sketch of the simulation domain modeling a vertical fracture and a 
perforation (not to scale). Shaded faces correspond to impenetrable walls. In 
this drawing the perforation on the right is positioned at mid height. 

Fig. 3. Example of checkerboard roughness on a side wall made by decorating 
a flat wall with alternating protruding and depressing pyramids. In this drawing 
the perforation on the right is placed at the bottom position. 
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symmetric boundary conditions on the front and back planes. This 
means that the effect of these walls on the fluid is not accounted for. This 
is a limitation of the unresolved method since the prescription for get
ting accurate results is that the mesh cell size to particle size ratio should 
be approximately 5 : 1 [Kuruneru et al. (2019)] (there is not full 
agreement among the research community regarding the preferred 
ratio; values vary in literature). Taking into account that our system is 
2.5dp thick we cannot divide the slot thickness into several fluid cells to 
calculate a detailed velocity profile. 

The boundary conditions on the pressure field was selected to ach
ieve a flow velocity at the perforation that mimics the estimations that 
can be extracted from the data reported in the field. An estimation based 
in a well that produces 90 m3/day of fluids through 1026 active perfo
rations of diameter 0.0072 m, leads to a mean flow velocity of 0.025 m/s 
at each perforation. This is an estimate for the total oil and water pro
duced during the first days after well completion. However, this number 
is subject to various assumptions. On the one hand, it depends on how 
many fractures are considered as active and how many perforations 
connect each fracture to the casing. On the other, the production per day 
decreases during the life time of the well. In the literature values of 
0.1 m/s [Mondal et al. (2016)] are considered. We run our simulations 
adjusting the pressure gradient in the slot to reach a value of 0.9± 0.3 
m/s which represents a worst case scenario. In section 5.3 we studied the 
effect of this flow velocity on the results reported. 

The time step for the DEM calculation was set to 10− 5 s to achieve 
acceptable values of the Raleight and Hertz time. It is recommended to 
pick a DEM time step not longer than 10% of the Raleight and Hertz time 
to properly model particle–particle and particle–wall interaction 
[Washino et al. (2016)]. The coupling time is set to 100 times the DEM 
time step. The time step for the CFD calculations must be equal to, or 
smaller than, the coupling time. Moreover, to ensure a synchronous run, 
the coupling time should be a multiple of the CFD time step. With this in 
mind we set the CFD time step to 5 × 10− 5 s. 

It is worth remarking that the selected CFD time step satisfies the 
Courant-Friedrichs-Lewy (CFL) condition in order to maintain numeri
cal stability [Hirsch (2007)]. For a one dimensional flow, the CFL co
efficient C is defined as 

C= u
Δt
Δx

,

where u is the fluid velocity, Δt is the time step and Δx is the mesh size. 
Following other authors recommendations, it is advisable to keep C <

0.5 to obtain accurate results on the fluid velocity and pressure field 
[Mondal et al. (2016)]. 

We carried out a total of 36 simulations that can be classified as 
follows:  

• 10 simulations exploring the five types of roughness and the two 
positions for the perforation.  

• 4 simulations with different initial particles positions for a given wall 
roughness and given perforation position. This constitutes a test for 
the sensitivity to initial conditions of the particles.  

• 10 simulations with different random wall roughness (different 
random seeds) for a fixed initial distribution of particles and perfo
ration position. This allowed to test the sensitivity to the specific 
roughness created during stimulation treatments.  

• 12 simulations with different pressure gradient between the inlet and 
outlet side for both smooth and rough walls. This constitute a test for 
the sensitivity to the boundary conditions of the fluid. 

4. Results 

4.1. Smooth walls 

In Fig. 5 (left column), we show the spatial distribution of the 
packing fraction (fraction of volume occupied by the particles) in a slot 
with smooth walls at different stages of a simulation with the outlet 
perforation placed in the bottom position. The packing fraction profiles 
allows for a simple averaged visualization of the particle concentration. 
Blue areas in these images indicate that there are no particles present in 
this part of the slot. Fig. 5(a) shows the initial configuration where 
particles are placed homogeneously distributed across the system. Fig. 5 
(b) corresponds to the final stage of settlement and fracture closure. In 
Fig. 5(c) the pressure drop and the flowback is being established (at this 
point only half of the final pressure gradient has been established). As 
we can see, the flow has dragged a small portion of the settled particles 
close to the perforation zone. Fig. 5(d) shows the final state after a long 
flowback period. The erosion of the particles next to the outlet creates a 
significant void. This is consistent with the observations in ref. [Shor and 
Sharma (2014)]. The right column in Fig. 5 shows the corresponding 
fluid velocity profiles to the images in the left column. Once the flow is 
fully developed (see part (d)), most of the fluid flows towards the outlet 
from the upper region of the cell above the dune of particles. 

In Fig. 6(a), we plot the width of the fracture as a function of time for 
a smooth wall comparing simulations with the middle (blue) and the 
bottom (orange) perforation position. In the inset to Fig. 6(a), we zoom 
into the initial part where the slot closure occurs. We note that the initial 
closure, before the flow is turned on, proceeds in a similar way for both 
outlet placements yielding similar final fracture widths. However, dur
ing the establishment of the pressure gradient in the cell (0.5 − 1.0 s) 
more particles are eroded with the perforation placed at the bottom (see 
Fig. 6(b)) and the walls are able to close further. Although the bottom 
perforation retains less grains which leads to a slighter narrower frac
ture, the fluid flow is not affected. Indeed, Fig. 6(c) shows that the fluid 
velocity at the perforation is virtually the same in both perforation 

Fig. 4. Types of roughness simulated for the front and back walls of the cell. For the random case the height of the pryramids is random, for the other cases all 
pyramids are 1.0 mm in height (either − 1.0 mm or 1.0 mm). 

F.G. Vega et al.                                                                                                                                                                                                                                  



Journal of Petroleum Science and Engineering 201 (2021) 108381

7

positions. This can be attributed to the void created in front of the dune 
(see Fig. 5). The fluid phase finds its path though the upper region of the 
slot and down across the void next to the well, which is present for both 
perforation positions. 

In Fig. 6(d), we plot a histogram of the particle distribution in the z- 
axis (i.e., perpendicular to the fracture walls) within the dune at the end 
of the simulation. The distribution shows two peaks, each of them at 0.5 
mm from the center of the slot. This indicates that the grains arrange in a 

Fig. 5. Heatmap of the local packing fraction for a simulation with smooth walls and bottom perforation (left) and the corresponding profile of the modulus of the 
fluid velocity and stream lines (right). Different times correspond to different phases along the simulation: (a) initial configuration, (b) after fracture closure and 
particle settling, (c) during establishment of pressure drop and flow stabilization, (d) final configuration. 

Fig. 6. Fracture width (a), fraction of 
retained particles (b) and fluid velocity at 
the perforation (c) as a function of time for 
flowback simulations with smooth walls. 
The blue and orange curves correspond to 
the middle and bottom placement of the 
perforation, respectively. The vertical 
dashed blue and red lines indicate the start 
and end of the pressure ramp when the flow 
is turned on. (d) Probability distribution 
function of the particle z-position (i.e., 
perpendicular to the fracture plane) after the 
fracture closure and particle settlement. (For 
interpretation of the references to colour in 
this figure legend, the reader is referred to 
the Web version of this article.)   
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bi-layer in any of the two ways we place the outlet perforations. 

4.2. Rough walls 

In this section we focus on the effect that the roughness of the inner 
walls of the fracture has on the arrangement of particles after flowback 
and on the effective permeability of the fracture itself. We run eight 
simulations varying the roughness structure (horizontal, vertical, 
checkerboard, and random) and the placement of the perforation (see 
Section 4). 

In Fig. 7(a), we plot the fracture width as a function of time. Like in 
the smooth walls case, the fracture closes and pack the particles in a 
short time, after which the fracture width remains essentially constant. 
While for smooth walls we observed that the placement of the outlet 
perforation affects the final width of the fracture, in all rough fractures 
we found the same final fracture width for both low and mid height 
position of the perforation. For the vertical, horizontal and checker
board roughness, we obtain about the same final fracture width as for 
smooth walls. However, the random roughness leads to a 4% wider 
fracture. 

In Fig. 7(b), we plot the fraction of retained particles during the 
simulation for different rough walls and outlet placement. With the 
exception of the random roughness case, every rough wall develops a 
major eroded area near the perforation when it is placed at the bottom of 
the fracture. We do not show the packing fraction profiles since they are 
similar to the ones shown in Fig. 5 for smooth walls. The difference in 
particles retained between the middle and bottom perforation is much 
narrower than the difference observed with smooth walls (see Fig. 6(b)). 
We find a peculiar behaviour for random roughness in which a bottom 
perforation is able to retain more particles than a mid height perforation. 
This can be explained comparing the final packing fraction distribution 
between the middle and bottom perforation position (see Fig. 8). As we 
can see, the particles clogged the outlet in the bottom placement before a 
large number of grains could flow through the well. For the mid height 
outlet no clog developed and a larger number of particles was able to 
exit the cell. Clogging is an statistical process (see for example [Zuriguel 
et al. (2015); Zuriguel (2014); Mondal et al. (2016)]) and therefore 
different realizations of a simulation can lead to clogs being developed 
either sooner or later than this particular realization. In the next section 
we will pursue this phenomenon further. 

Fig. 8 shows that rough walls generate an irregular packing fraction 
distribution inside the proppant dune, with vacancies and high con
centration zones along the slot. This is in contrast with the uniform 
distribution of particles that we found for smooth walls in Fig. 5(d). 
These more open heterogeneous structure for rough walls allow a much 
deeper penetration of the flow stream lines intro the sand bed. 

Fig. 9(a) shows the mean fluid velocity as a function of time for the 
various roughness and placement of the perforation. Here we can 
observe that the mid height outlet can have up to double the fluid 

velocity attained for the same roughness but using a bottom outlet. This 
is in contrast with the smooth walls that showed not difference in 
outflow velocity for low and mid height outlets. It is worth nothing that 
for the mid height outlet the spread in flow velocity is narrow, whereas 
for the bottom outlet the spread in fluid velocities is much wider. Again, 
this is related to the fact that the bottom outlet eventually clogs during 
simulations and the flow of the fluid though this clog of particles 
strongly depends on the actual arrangement of the grains. In contrast, for 
the mid height outlet, the region close to the outlet is effectively vacated 
from particles and the fluid is directly transported from the region of the 
cell above the particle dune with no significant obstacles. 

In Fig. 9(b), we plot the particle distribution in the z-direction. It is 
possible to distinguish a big difference between the random roughness 
walls and the rest of the roughness structures explored. Indeed, the 
random roughness walls present two well defined peaks in the particle 
distribution separated by roughly 0.5 mm. This resembles the distribu
tion found in the smooth wall simulations (which has been included in 
Fig. 9(b) for reference). Other cases with different roughness show a 
much more spread distribution (about 3dp wide) with only one 
maximum at the center of the slot width. As in the smooth walls case, the 
two peaks for the random roughness can be interpreted as a hint of a 
typical profile of a bi-layer of grains. However, this bi-layer is not as well 
defined as for the smooth wall simulations. As in the smooth wall case, 
there is no appreciable difference in the z-distribution of particles be
tween the bottom and middle perforation. For this reason we have only 
included the distribution for the bottom outlet. 

Finally, in Table 3, we have computed the permeability κ and the 
conductivity K for all types of walls, both for middle and bottom 

Fig. 7. Fracture width (a) and fraction of 
retained particles (b) as a function of time. 
Full and dashed lines correspond to middle 
and bottom perforation position, respec
tively. The continuous green line is indis
tinguishable from the red one in the right 
hand side plot. The vertical dashed blue and 
red lines indicate the start and end of the 
pressure ramp when the flow is turned on. 
(For interpretation of the references to 
colour in this figure legend, the reader is 
referred to the Web version of this article.)   

Fig. 8. Packing fraction distribution for the final state for the random rough
ness for middle and bottom perforation location. Green lines correspond to 
streamlines. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the Web version of this article.) 
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perforation in the final steady state of the simulation. The permeability 
was computed as κ = μvmeanL/Δp, where vmean is the mean velocity of 
the fluid phase in the slot and L is the length of the slot. For all rough 
walls and bottom perforation we find values of K in fair agreement with 
laboratory experiments (see for example Barree et al. (2018) for 16/30 
sand at low closure pressures). However, we have to pay special atten
tion to the fact that the upper region of the fracture is not propped by 
particles and this creates a channel that ease the flow towards the 
perforation. Only a small region of the proppant dune close to the 
perforation needs to be crossed by most of the fluid (see streamlines in 
Fig. 8 for the bottom perforation). This may cause the effective perme
ability of the fracture to be higher than for a uniformly filled slot, as is 
usually considered in conductivity laboratory tests. For the perforations 
placed at mid height, the conductivity of all rough wall fractures is much 
higher (see right columns in Table 3). This seems to be caused by the lack 
of proppant next to the perforation (see Fig. 8 for the middle perfora
tion). For smooth walls, irrespective of the position of the perforation, 
the flowback washes away all particles near the perforation and there
fore the fluid has a free path to the perforation. This makes the smooth 
wall fracture to have a higher effective conductivity. 

Despite the values obtained for the conductivity of the propped 
fractures, it is important to mention that the flux does not follow a 
simple linear relation with the pressure drop. This is connected with the 
fact that the particles do not fill the fracture homogeneously. Therefore, 
the conductivity values cannot be used to extrapolate flux linearly for 
other values of the pressure drop. In the next section we discuss this in 
more detail. 

4.3. Pressure drop 

The aim of this section is to study the effect of the pressure drop 
imposed to drive the flow in the slot on the velocity of the fluid phase at 
the perforation. For that purpose we carried out six simulations with 
different pressure gradients for the smooth walls and for the random 
rough walls placing the perforation at the bottom. We found that the 
pressure drop has almost no incidence in the distribution of particles in 
the z-direction (distributions are indistinguishable from those shown in 
Fig. 9(b)). This is to be expected since we let particles to settle and get 

trapped by the moving wall before we set the pressure drop in the slot. 
In Fig. 10, we plot the fraction of retained particles for smooth and 

random rough walls as a function of time for bottom perforation. Here, 
we observe that roughness has a deep impact in the final number of 
retained particles when the pressure drop is changed. On the one hand, 
for the smooth walls, the fraction of particles retained fall as the pressure 
drop is increased. This is consistent with a larger fluid velocity in the 
fracture that can drag more particles trough the perforation. On the 
other hand, for random rough walls, there is almost no significant 
change in the particles retained when the pressure drop is increased 
(note the change in the vertical scales in part (a) and (b) in Fig. 10). It 
seems that the rough walls can effectively hold the particles much more 
efficiently even when the pressure drop increases. 

Fig. 11 shows the fluid velocity at the outlet for smooth and random 
rough walls as a function of the pressure drop in log-log scale. As we can 
see, the exit fluid velocity does not scale linearly with Δp. For the smooth 
walls the fluid velocity scales as vout∝Δp0.56, whereas for the rough walls 
we obtain vout∝Δp0.83. It is important to emphasize at this point that 
these scalings are not expected to contitute a verification of the Darcy’s 
law. During flowback, the arrangement of the pack of grains is different 
for each Δp. Therefore the flux obtained for a given Δp corresponds 
effectively to a different porous structure than the flux measured at a 
different Δp. In the more realistic case of the rough walls, one can 
conclude that the sub-linear exponent indicates a clear reduction of ef
ficiency when the pressure drop is increased. Therefore, if pumping is 
required, one should consider that increasing the pressure drop will not 
necessarily increase proportionally the flow rate. 

5. Sensibility to initial conditions 

We assume that the random rough walls are the more realistic of the 
cases studied here. However, the actual realization of the random 
roughness can have an impact on the effective flow during flowback and 
production. Also different realizations of the simulations with the same 
random rough wall can yield slightly different results if the initial 
random positions of the particles are different. In order to explore these 
effects on the simulation results, we carried out a series of additional 
simulations for random rough walls with the bottom perforation 
configuration. 

5.1. Initial distribution of particles 

For a fixed random rough wall, we performed four simulations with 
different initial positions of the particles in the slot. The particles were 
always uniformly distributed for the initial configuration, but the 
random seed used was varied. The z-distribution in all the cases resulted 
indistinguishable from the one plotted in Fig. 9(b). In Fig. 12 we plotted 
the fraction of retained particles and the fluid velocity at the outlet as a 
function of time. We observe that the flow at the outlet can vary up to 
25%. This would imply that if a fracture is producing at a low rate, 

Fig. 9. (a) Fluid velocity at the perforation 
as a function of time. Full and dashed lines 
correspond to middle and bottom perfora
tion case, respectively. (b) Profile of particle 
distribution in the z-direction, after the 
fracture closure and particle settlement for 
the bottom perforation. The vertical dashed 
blue and red lines indicate the start and end 
of the pressure ramp when the flow is turned 
on. (For interpretation of the references to 
colour in this figure legend, the reader is 
referred to the Web version of this article.)   

Table 3 
Final permeability κ and conductivity K for bottom and middle perforation for 
all types of fracture walls.   

Bottom Perforation Middle Perforation 

κ [D] K [D.ft] κ [D] K [D.ft] 

Smooth 31,005 187 31,318 190 
Random 16,618 103 31,362 196 
Vertical 18,110 109 29,955 181 
Horizontal 17,857 107 28,287 171 
Checkerboard 20,758 125 28,261 171  
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opening and closing the fracture again may lead to rearrangements in 
the proppant pack that can improve somewhat the production. This is 
valid only if the flow rate is mainly limited by the proppant pack close to 
the perforation and not other limitations upstream in the fracture. 

5.2. Realization of the random roughness 

We carried out six simulations with random rough walls where the 
seed to build the random pyramids is varied. In Fig. 13, we plot the 
fraction of retained particles and the fluid velocity at the outlet as a 

function of time. It is interesting to observe how the particular realiza
tion of the wall roughness affects the exit fluid velocity which is pro
portional to the effective conductivity of the fracture. The final fluid 
velocity varies as much as 50% when the roughness realization changes 
(see 13(b)). This variability is double that of the one observed for 
different initial particle positions. Of course, the wall roughness cannot 
be altered easily once a fracture has been created. Therefore, we cannot 
foresee any simple solution to improve production in a low productivity 
fracture. However, this result can provide a plausible explanation for the 
large variability in production of stimulated wells. Even when different 
wells are stimulated following the same protocols, the precise structure 
of the roughness of the fracture walls created cannot be controlled. This 
small changes in the fracture walls can lead to at least 50% changes in 
the production of two nearby wells even if treated alike. 

Fig. 13(a) indicates that the realizations of wall roughness that retain 
less particles during flowback are the ones that yield a larger final fluid 
velocity at the perforation. In general, one expects that a poor retention 
be associated to a loss of fracture conductivity. However, this does not 
seem to be the case in our simulations. In Fig. 14, we show the packing 
fraction for different random realizations of the roughness. As we can 
see, the realizations that lead to high outflow ((a) and (b)) correspond to 
the ones that leave a clear path that connects the upper part of the 
fracture to the perforation. The roughness that yields the lowest outflow 
presents a thick region of proppant above the position of the perforation 
that partially blocks the flow from the upper (unpropped) region of the 
fracture. 

6. Conclusions 

We modeled the fluid flow and proppant rearrangement in a fracture 
close to the perforation during the flowback stage in a stimulated hy
drocarbon formation. For this we have used the CFD–DEM approach. 
The slurry modeled consisted of 1 mm sized spherical particles in water 

Fig. 10. Fraction of retained particles for smooth (a) and random rough (b) walls. Note the different vertical scales. The vertical dashed blue and red lines indicates 
the start and end of the pressure ramp when the flow is turned on. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 

Fig. 11. Fluid velocity vout as the perforation as a function of the pressure drop 
Δp for smooth (blue spot) and random rough walls (red triangles) for bottom 
perforation. Lines corresponds to linear fits. For the smooth walls we obtain 
vout∝Δp0.56, and for the rough walls vout∝Δp0.83. (For interpretation of the ref
erences to colour in this figure legend, the reader is referred to the Web version 
of this article.) 

Fig. 12. Fraction of retained particles (a) and fluid velocity at the outlet (b) as a function of time for four different initial positions of the particles and a given 
realization of the random roughness of the walls. The outlet is placed at the bottom. The vertical dashed blue and red lines indicate the start and end of the pressure 
ramp when the flow is turned on. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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which was squeezed between two walls and then made to flow out 
though a narrow aperture (the perforation) by setting a pressure drop 
Δp. We carried out a total of 36 simulations varying the roughness of the 
walls, the positions of the perforation, the initial condition of the 
proppant suspension, and Δp. In each simulation we considered the 
particle retention (inverse to the proppant production to the well), final 
distance between walls, spatial distribution of the particles and the fluid 
phase flow rate. 

We have shown that the particles arrange themselves in the fracture 
as a bi-layer. This is so for smooth walls and for random rough walls. In 
the case of smooth walls the two layers are clearly more distinguishable. 
for the more artificial roughness explored the z-distribution is peaked at 
the center. This distributions are not affected by the location of the 
perforation (bottom or middle) nor by the pressure drop used to set the 
flow. For the vertical, horizontal and checkerboard roughness we obtain 
about the same final fracture width as for smooth walls (1.84 mm). 
However, the random roughness leads to a 4% wider fracture. Using a 
perforation placed at the bottom leads to the ejection of more particles 
than the use a a mid height perforation. However, the bottom perfora
tion is more prone to clogging. The distribution of proppant on the plane 

of the fracture is very heterogeneous for rough walls with large areas 
vacated in particles. For smooth walls, however, the distribution is 
rather homogeneous. 

We have seen that the flow rate (i.e., or the fluid velocity at the 
perforation) does not grow linearly with the pressure drop. The actual 
exponent for the random rough walls is about 0.8. This implies that 
increasing the pressure drop (for instance by pumping) will not yield a 
proportionally higher production rate. 

The use of different initial positions for the particles may induce 
significant variations in the final flow rate (up to 25%). These changes 
are stochastic since the initial distribution used is homogeneous in all 
simulations and only the random seed for the particle positions is varied. 
This is, for the same fracture, rearrangements of the grains close to the 
perforations make a significant impact on the flow rate. Therefore, if a 
fracture is producing at a low rate, shortly opening and closing the 
fracture may lead to rearrangements in the proppant pack that could 
improve somewhat the production. 

Finally, we have found that for a random rough wall, the final pro
duction flow rate may vary up to 50% depending on the actual random 
realization of the roughness. These stochastic variations in the details of 
the wall roughness is a plausible explanation for the well known 
dispersion in hydrocarbon production for equally treated wells in the 
field. This fact can help to understand the differences in productions of 
nearby wells which, being treated in the same way, are expected to have 
similar production rates. 
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