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Abstract— The emerging technology of SDN (Software 

Defined Networks) separates the data control plane from the 

forwarding plane while maintaining a centralized control of the 

network management. The SDN features require new traffic 

engineering techniques that exploit the global (centralized) 

network view, and the status and features of traffic flows. Our 

purpose is to perform traffic engineering in an SDN 

architecture, using the OpenFlow protocol capabilities and the 

potential of the SDN controller to collect operational data of the 

entire network, such as topology, latency, buffer utilization and 

frame sizes of the controlled devices in order to implement QoS. 

Considering that the performance of the network is an essential 

component of Quality of Service (QoS), and congestion is the 

main factor that affects it, this paper explores a method to 

search for alternative paths based on data from switches using 

the Random Early Detection (RED) congestion control 

mechanism. 
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I. INTRODUCTION  

Nowadays, a vast range of applications and services are 
provided to satisfy the growing and dynamic needs of society 
and Internet traffic has turned very dynamic and complex. 
With the continued and increasing demand, congestion 
prevention and control is a very important challenge in order 
to avoid deficient performance in collapsed networks. 

Although traffic-engineering techniques have been widely 
exploited in the past to optimize the performance of 
communication networks, paradigms established by new 
generation networks carry out dynamically analyzing, 
predicting and regulating the behavior of data transmission 
due to several important reasons, such as real-time 
applications [1] [2].  

Traditional networks have congestion control algorithms 
implemented across the whole protocol stack in packet 
switching networks [3]. This is not only to get efficient 
bandwidth usage and network stability but also to reach a 
satisfactory performance using the available resources such as 
RED algorithm [4] [5].  

Multiple methods were applied to solve several network 
problems, especially QoS [6] [7]. In [8] the authors propose a 
theoretical model to search for alternative paths in a congested 
network.  

In this way, network devices and data center infrastructure 
must respond to the growing demand with adequate scalability 

and SDN can be useful to improve network performance and 
congestion control [9].  

SDN is revolutionary network paradigm that separates out 
network operation of the control plane above the infrastructure 
[10] [11], centralizing data routing decisions by means of a 
central controller that communicates with switching devices 
through the OpenFlow protocol [12]. 

The centralization of the SDN control plane and the 
possibility of developing applications has effect on network, 
thus, forwarding plane allows to add smart solutions that can 
be applied to improve routing algorithms such as congestion 
control. Therefore, many solutions have been proposed in 
literature that addresses this problem, such as studies over 
throughput and performance of data centers based on TCP 
proposals and SDN control avoiding severe collapses [13] 
[14] [15]. Also, some methods have been proposed to avoid 
congestion applied in Internet of Things (IoT) Applications 
and Data Centers using SDN [16]. In [17] authors propose a 
framework of congestion control decision based on global 
real-time network conditions information and occupied rate 
exchange information between nodes and controller [18] [19]. 
In [15] and [20] congestion control is calculated with link 
utilization in SDN controller and, if it necessary, rerouting 
algorithm is applied to choose a better route [21].    

Following this approaches, each time t, the current state of 
the network can be analyzed to predict future behavior and 
update configuration parameters, such as routing tables or 
certain thresholds, to avoid network problems. To do that, this 
work proposes an approach using RED algorithm and SDN 
architecture. The scenario described makes certain 
assumptions to simplify the model: the state space is 
considered finite (a core network) with no uncertainty, since 
the paths between the nodes are known beforehand and the 
function to go from one state to another is simply a network 
link managed by the controller. 

The rest of the paper is organized as follows. Section 2 
reviews the main concepts SDN, QoS an RED and its 
standards; Section 3 presents our proposal integrating SDN 
and search algorithm to solve congestion problems over SDN 
forwarding plane. Section 4 contains an illustrative example. 
Finally, Section 5 presents the concluding remarks. 
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II. FUNDAMENTALS OF SDN, QOS AND RED  

Before reaching our proposal, it is necessary to revise 
useful previous concepts of SDN, QoS with QoE and RED. 

A. Software Defined Networking 

SDN has emerged as an efficient network technology 
capable of supporting the growing of future networks and 
intelligent applications. In addition, it allows reducing the 
operating costs through simplified hardware, software, and 
management methodologies [22]. 

The SDN Controller is a logically centralized entity in 
charge of translating the requirements from the SDN 
Application layer to SDN Datapaths and providing SDN 
applications with an abstract view of the network, which may 
include statistics and events [11]. The SDN Controller has 
complete control of SDN Datapaths, subject only to the limit 
of their capabilities, and thus it does not have to compete with 
other elements in the control plane. This simplifies scheduling 
and resource allocation and allow networks to run with more 
precise policies, allowing for a greater resource utilization and 
guaranteed quality of service. This is done through a well-
understood common information model (e.g. as the one 
defined by the OpenFlow Protocol [12] [23]). 

Fig. 1 shows a general overview of the SDN architecture 
and its layers [24]. The Openflow protocol operates between 
the data plane (lower layer) and the control plane (upper 
layer). The controller makes its decisions based on calls from 
applications, which use the upper layer API that operates 
above the control plane. 

 

Fig. 1. Overview of Software-Defined Networking Architecture  

B. Quality of Service (QoS) and Quality of Experience 

(QoE) 

ITU-T Recommendations E.800 [25] and ITU-T E.804 
[26] provide the basic definition of QoS and QoS services in 
networks. These recommendations cover the whole end-to-
end aspects of telecommunication services (Fig. 2). 

 

 

 

Fig. 2. End-to-end QoS (E.804) 

Quality measures in telecommunications can be described 
in a hierarchical manner: 

Network performance (NP): The network performance is 
assessed across a part of a network or a sub-network. Example 
parameters are bit error ratio, sending and receiving power, 
transmission delay. 

Overall NP: If several network sections should be 
considered as being one integral part of the network (i.e. a 
black box), the overall network performance must be assessed. 
For example, the network performance of the whole 
transmission between two User Network Interfaces (UNIs) 
can be summarized in this way. 

End-to-end quality of service (QoS): The assessment of 
the overall transmission chain from a user's perspective is 
considered to deliver the QoS in an objective manner. This 
implies that the most complete transmission chain without 
involving the user should be considered.  Mostly, the measures 
rely on service-related characteristics without knowing any 
details about the underlying network sections, which are 
required to have an end-to-end service. 

Quality of experience (QoE): The inclusion of the user to 
the overall quality in telecommunications extends the rather 
objective QoS to the highly subjective quality of experience 
(QoE). The QoE differs from user to user since it is influenced 
by individual experiences and expectations. 

C. Random Early Detection algorithm 

This algorithm, proposed by Floyd and Van Jacobson in 
the early 1990s, is a mechanism to address or avoid network 
congestion in a proactive (instead of reactive) way [27]. 

The buffer size and the delay of local queues at each node 
in the switches are the main contributors to the delay in the 
overall network that affect the transmission of packets and 
may result in a congestion [27]. A soft limit on the internal 
queue delay of the switch can be calculated using the 
maximum buffer occupancy of each switch together with the 
outbound link ratio. If queues have been assigned to the switch 
ports the OpenFlow controller can send a message "queue get 
config" to retrieve the relevant values of the queue, including 
length (in bytes), and minimum and maximum data rate (with 
Open Flow 1.2 and above). The local queuing delay can be 
obtained by dividing the maximum size of the buffer by the 
corresponding output link rate. 

The Algorithm 1 Fig. 1 shows the basic outline of the RED 
algorithm in its simplest form, although there exist many 
variants [28] that were developed for specific purposes such 
as Weighted Random Early Detection, RED with the 
Unresponsive Flow Identification, Flow Random Early 
Detection, Balanced Random Early Detection. 



The model proposed in this paper may be used with any 
implementation of RED assuming the controller has access to 
the necessary data about the queue’s states. 

 

 

Fig. 3. Algorithm 1 – Random Early Detection 

The basic behavior of RED, as illustrated in Algorithm 1, 
can be summarized as follows: every time a packet arrives to 
a queue in a switch, it has a probability 𝑝𝑎 of being dropped. 
This probability starts at a minimum when the queue is empty, 
and it slowly increases proportionally to the queue length. 
This means that, as the congestion increases, so does the 
amount of dropped packets. If the queue size is above a certain 
predefined threshold 𝑚𝑎𝑥𝑡ℎ, the arriving packets are always 
dropped. In the same way, if the queue size is below a 
minimum threshold 𝑚𝑖𝑛𝑡ℎ , the arriving packet is always 
queued. 

III. PROPOSAL 

This section describes the proposed model. It is divided 
into two subsections. The first mentions the tools and software 
used to carry out the simulation, and then, the second section 
describes the algorithm implementing the proposed solution. 

A. Scenarios Simulation Tools 

Multiple scenarios were tested with different topologies 
and operation methodologies. A working framework was set 
up to measure the performance of the network between any 
two nodes and from end-to-end nodes in order to obtain the 
NP (Network Performance) and QoS (Quality of Service) 
parameters. 

The simulators used were Mininet [29] and GNS3 [30] 
with OpenVSwitch [31] appliances using, in both cases, an 
OpenDayLigh controller (with different versions) and 
OpenFlow protocol version 1.3. This software was chosen due 
to its availability and extended use in academic research. 

The state of the queues in the SDN switches can be 
obtained using low-level API calls, one of which is described 
here due to its importance for the method proposed. The 
queue-stats switch command returns statistics for all queues 
on all ports in the switch, or only for the specified port and 
queue. 

B. Proposed algorithm 

 

 

Fig. 4. Algorithm 2 – Proposed model 

The controller performs readings on all nodes in the 
network every certain time 𝑡 to obtain operational data from 
the queues in the switches. The parameter of interest here is 
the average queue length (𝐴𝑄𝐿 ), which is an indicator of 
possible congestion when using RED gateways. These data 
are then used to determine if a node is congested by analyzing 
if the 𝐴𝑄𝐿 is above a certain threshold. If a congestion state is 
detected on a node, the controller will switch traffic through a 
different route, allowing the congested node to go back to a 
normal operating state after a period of time 𝑡. 

To find a new route, the algorithm shown in Algorithm 2, 
checks each node along the path to see if it is operating below 
the predetermined congestion threshold ( 𝐴𝑄𝐿𝑡ℎ𝑟𝑒𝑠 ). The 
purpose of this is to find a new path which is not congested 
(lines 2 to 6). 

If a route is found, the controller updates its routing tables 
and marks the congested nodes, so all new traffic that passes 
through them will switch to the new route (lines 7 to 9). In the 
next iterations, it periodically checks if the congested nodes 
can be restored to their previous path, allowing the network to 
recover from a congestion state and go back to the initial setup 
(lines 10 and 11). 

IV. ILLUSTRATIVE EXAMPLE 

To illustrate the idea proposed in this paper, let us consider 
a simple network topology as it shown in Fig. 3. This method, 
however, can easily scale to more complex topologies. This 
network has seven nodes, which can be standard routers or a 
set of 5G nodes, managed by an SDN controller. 

 

Fig. 5. Network topology with example AQL values. Node D AQL is 

above the defined threshold. 

A is an initial node then the route configured by the SDN 
controller to get from node A to the destination node Z consist 

 

1. function RandomEarlyDetection(𝑚𝑖𝑛𝑡ℎ : minimum threshold, 

𝑚𝑎𝑥𝑡ℎ : maximum threshold) 

2.     for each packet arrival 

3.         calculate new average queue size 𝑎𝑣𝑔 

4.         if 𝑚𝑖𝑛𝑡ℎ ≤ 𝑎𝑣𝑔 ≤ 𝑚𝑎𝑥𝑡ℎ  

5.             calculate packet dropping probability 𝑝𝑎  

6.             with probability 𝑝𝑎  drop the arriving packet 

                      or enqueue it with probability (1 − 𝑝𝑎 ) 

7.         else if 𝑎𝑣𝑔 ≥ 𝑚𝑎𝑥𝑡ℎ   

8.             drop the arriving packet 

9.         else 

10.             enqueue packet 

 

1. every time 𝑡: 

2.     read queues state from all nodes 

3.     obtain the 𝐴𝑄𝐿 for every node 

4.     for each node 𝑖: 
5.         if 𝐴𝑄𝐿𝑖 > 𝐴𝑄𝐿𝑡ℎ𝑟𝑒𝑠 : 

6.             find a new non-congested route for traffic that 

              passes through node 𝑖 
7.             if there is a new route: 

8.                 update the routing tables in the controller 

9.                 add node 𝑖 to 𝑐𝑜𝑛𝑔𝑒𝑠𝑡𝑒𝑑𝑁𝑜𝑑𝑒𝑠 list 

10.         if 𝑖 is in 𝑐𝑜𝑛𝑔𝑒𝑠𝑡𝑒𝑑𝑁𝑜𝑑𝑒𝑠 and 𝐴𝑄𝐿𝑖 <  𝐴𝑄𝐿𝑡ℎ𝑟𝑒𝑠  

11.             restore node 𝑖 to the previous route 



of the following path: A, B, D, E, Z. The controller reads the 
state of the nodes every certain predefined time interval 𝑡 as 
can be seen in step 1 of Algorithm 2. After a period of time 
the node D reports a situation of "probable packet loss", that 
is, the congestion threshold or average queue length AQL is 
getting closer to the predefined value 𝐴𝑄𝐿𝑡ℎ𝑟𝑒𝑠 . This can 
cause the entire network to experience a performance 
degradation and, therefore, a decrease in the QoS for users. 
The AQL values are checked by the Algorithm in step 2. 

In step 3, the model tries to find a new route for traffic that 
passes through the congested node D. If it finds this route, the 
controller proceeds to update its internal routing tables with 
the new route. In our example, all new traffic for the 
destination node Z will go through the route A, F, Z, and the 
node D will be marked as “switched” adding it to the list of 
congested nodes. 

Being left only with the existing flows, the congested node 
D is expected to lower its AQL value over the next period, 
going back to a normal operating state after some time. 
Consequently, in step 4, the model checks the new AQL 
values of the nodes in the congested list. If it detects that a 
node’s AQL dropped below a certain threshold, it is assumed 
that it is safe to restore that node to its previous route. Fig. 4 
illustrates this behavior, showing the new data flows being 
routed through node F, and the consequent drop on node D 
AQL. 

 

Fig. 6. Network topology showing the new route from A to Z and new 

AQL values due to the path change. 

TABLE I.  SHOWS A SUMMARY OF THE EXAMPLE DESCRIBED ABOVE, 
FOLLOWING THE STEPS IN THE ALGORITHM PROPOSED 

 

SUMMARY OF THE EXAMPLE 

Node State 

𝑆0 
Route from 𝐴  to 𝑍 : 

𝐴 –  𝐵 –  𝐷 –  𝐸 –  𝑍. 

𝑆1 AQLs: 𝐵 78%, 𝐷 96%, 𝐸 70%. 

𝑆2 
Congestion detected in node 

𝐷 (𝐴𝑄𝐿𝑑 > 𝐴𝑄𝐿𝑡ℎ𝑟𝑒𝑠). 

𝑆3 
New route found to 𝑍: 𝐴 –  𝐹 –  𝑍. 

Add 𝐷 to the congested nodes list. 

𝑆4 

Restore nodes in the congested list 

to their previous path if their 𝐴𝑄𝐿 

value dropped below the 

predefined threshold. 

 

The tests results show that the controller switches routes 
when the congestion condition is met, but still further research 
is required with different conditions and evaluation of corner 
cases to better assess the proposed method. In addition, other 
considerations are necessary for real-world application, like 
flow identification in exit nodes and predefined priorities in 
queueing decisions. 

V. CONCLUSIONS 

The purpose of this paper is to explore the idea of 
controlling congestion reacting to certain network conditions. 
Taking advantage of the capabilities of a centralized network 
controller allows for a wide range of possibilities but they still 
require further research. 

The goal of the proposed model is to detect congestion in 
an SDN network by reading data from switches running any 
variant of the RED algorithm, and use these data to act 
accordingly, modifying the routes to avoid the congested 
paths. The model finds a new path to the destination node 
verifying that it does not suffer from congestion. 

The model could be extended by adding smart capabilities. 
These may range from modeling the network to consider more 
parameters than just the AQL to building a neural network that 
learns the traffic characteristics and adapt or change different 
parameters and even predict future congestion conditions 
considering data like peak hours, queue usage and congestion 
history. 
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